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Jira Cloud

hundreds of thousands of companies



No rocket science



What do we do as devs?

Source: https://pixnio.com/objects/computer/programming-code-programmer-coding-coffee-cup-computer-copy-hands-computer-keyboard

https://pixnio.com/objects/computer/programming-code-programmer-coding-coffee-cup-computer-copy-hands-computer-keyboard


What do we do as devs?

OLD CODE

Source: https://pixnio.com/objects/computer/programming-code-programmer-coding-coffee-cup-computer-copy-hands-computer-keyboard

NEW CODE

https://pixnio.com/objects/computer/programming-code-programmer-coding-coffee-cup-computer-copy-hands-computer-keyboard
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Old school

OLD CODE NEW CODE

v. 23 v. 24

AKA “fingers-crossed development”
Source: wikipedia.com

http://wikipedia.com
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New school - feature flags

OLD CODE
NEW CODE

v. 23

v. 24

OLD CODE



Progressive rollout

NEW CODE

OLD CODE

0% 1% 10% 50% 100% remove
the
old

code

time

1% rollout in                   for 10 minutes    = 
200k requests from 
3k users belonging to 
1k tenants



NEW CODE

OLD CODE

OLD    NEW=

Progressive rollout
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Fine-grained monitoring

MONITORING

MONITORING

MONITORING

MONITORING
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MONITORING MONITORING

MONITORING

OLD      NEW OLD      NEW

OLD      NEW
MONITORING
OLD      NEW

HTTP 500s errors
New vs Old code exceptions

Page loading times
New vs Old code execution times Database CPU

Database time

Fine-grained monitoring
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The “Rollout Service”

MONITORING

OLD      NEW



The “Rollout Service”

NEW CODE

OLD CODE



The “Rollout Service” - exceptions

NEW CODE

OLD CODE

Log:

● feature flag name
● feature flag on / off
● exception thrown by old or new 

code

“New code throws 100 times more 
NullPointerExceptions than the old 
code. 
Perhaps we should rollback the feature 
flag?”



The “Rollout Service” - performance

NEW CODE

OLD CODE

Log:

● feature flag name
● feature flag on / off
● time taken to execute the old or new 

code

“New code executes 2 times slower than 
the old code. 
Perhaps we should rollback the feature 
flag?”



The “Rollout Service” - DB time

NEW CODE

OLD CODE

Log:

● feature flag name
● feature flag on / off
● time spent in DB
● number of DB calls

“New code executes DB queries that are 
3 times slower. 
Are you serious?”



The “Rollout Service” - bringing it all together

NEW CODE

OLD CODE

NEW CODE

OLD CODE
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Refactoring of a pricing algorithm

ourPrice = calculatePrice(
originalPrice,
numberOfTravelers,
excessiveLuggage,
priorityBoarding,
extraOptions,
travelerAges,
flyingDuringTheWeekend,
tonsOfOtherThings

)
Can we add one more thing? Yes, but first I need to 

refactor... WTF?



Refactoring of a pricing algorithm

calculatePriceTheOldWay() == calculatePriceRefactored()

Do some exploratory testing?
Write comprehensive tests?
Copy production data?



Refactoring of a pricing algorithm



Consistency Check

OLD CODE NEW CODE

A
A==B ?

B



Back to the Rollout Service...

NEW CODE

OLD CODE



Rollout Service summary

MONITORING

OLD      NEW

Makes you aware of:

● exceptions
● performance regressions
● expensive DB queries
● expensive microservice calls
● data inconsistencies
● etc.

LAY
E

R

You            App        

Source: https://pixabay.com/photos/trampoline-children-playing-child-182214/
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“Hey, you’ve introduced 
a regression”

Automated Regression Detection

Feature flag owner

Time for FF off
Time for FF on

MONITORING
OLD      NEW



Automated Regression Detection



Automated Regression Detection

old code
new code



Automated Rollback

0% 1% 10% 50% 100%

Source: https://pixabay.com/pl/photos/stan-u%C5%9Bpienia-%C5%82%C3%B3%C5%BCko-zm%C4%99czony-reszta-55792/
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Happy users

javax.servlet.ServletException: Something bad happened at 

com.example.myproject.OpenSessionInViewFilter.doFilter(OpenSessionInViewFilter.java:60) at 

org.mortbay.jetty.servlet.ServletHandler$CachedChain.doFilter(ServletHandler.java:1157) at 

com.example.myproject.ExceptionHandlerFilter.doFilter(ExceptionHandlerFilter.java:28) at 

org.mortbay.jetty.servlet.ServletHandler$CachedChain.doFilter(ServletHandler.java:1157) at 

com.example.myproject.OutputBufferFilter.doFilter(OutputBufferFilter.java:33) at 

org.mortbay.jetty.servlet.ServletHandler$CachedChain.doFilter(ServletHandler.java:1157) at 

org.mortbay.jetty.servlet.ServletHandler.handle(ServletHandler.java:388) at 

org.mortbay.jetty.security.SecurityHandler.handle(SecurityHandler.java:216) at 

org.mortbay.jetty.servlet.SessionHandler.handle(SessionHandler.java:182) at 

org.mortbay.jetty.handler.ContextHandler.handle(ContextHandler.java:765) at 

org.mortbay.jetty.webapp.WebAppContext.handle(WebAppContext.java:418) at 

org.mortbay.jetty.handler.HandlerWrapper.handle(HandlerWrapper.java:152) at 

org.mortbay.jetty.Server.handle(Server.java:326) at 

org.mortbay.jetty.HttpConnection.handleRequest(HttpConnection.java:542) at 

org.mortbay.jetty.HttpConnection$RequestHandler.content(HttpConnection.java:943) at 

org.mortbay.jetty.HttpParser.parseNext(HttpParser.java:756)

A
B
C

C
B
A



Happy developers

0% 1% 10% 50% 100%

Source: https://www.flickr.com/photos/t2thestreet/5892802537



Happy developers

0% 1% 10% 50% 100%

Source: https://commons.wikimedia.org/wiki/File:LEGO_Bits_Box_2.jpg



Happy developers

0% 1% 10% 50% 100%

Source: https://pixabay.com/illustrations/house-houses-spot-the-difference-3208132/

!=



Happy developers

0% 1% 10% 50% 100%

Source: https://www.pexels.com/photo/woman-on-hammock-reading-book-1097177/

!=



Happy developers

0% 1% 10% 50% 100%

Source: https://pxhere.com/en/photo/622312

!=



Gotchas for devs



Happy DevOps

Source: https://pixabay.com/photos/root-system-root-tree-structure-3910984/

0% 1% 10% 50% 100%

MONITORING

OLD      NEW
MONITORING

OLD      NEW
MONITORING

OLD      NEW
MONITORING

OLD      NEW



Happy PMs

MONITORING
OLD      NEW



Happy company



“Do you really have no tests?”

?



Source: https://pixabay.com/vectors/key-vintage-key-lock-old-antique-2824086/  
https://pixabay.com/pl/vectors/takeaway-chi%C5%84ski-fast-food-pole-154591/



Key takeaways

● Testing on production doesn’t have to hurt
● Simple ideas may reduce risk by a lot
● Automate!
● Embrace cultural change by making it sexy



Questions?

Dominik Kapusta / Site Reliability Engineer 
@DominikKapusta4 / LinkedIn: elser





Thank you

Dominik Kapusta / Site Reliability Engineer 
@DominikKapusta4 / LinkedIn: elser


